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Overview

Current concatenation-based multi-

document news summarization (MDS)

approaches neglect the relative impor-
tance of documents. In this work,

e We propose two simple yet effective
approaches to reorder the input
documents according to their relative
importance before applying a
summarization model;

e Our reordering approach significantly
outperforms the state-of-the-art
methods with more complex model
architectures.

Motivation

Recent approaches reformulate the problem
of MDS as a single-document summarization
(SDS) problem by concatenating all docu-
ments into a single meta-document and then
using an SDS model to summarize it.
However, many SDS systems pay more at-
tention to the beginning of the document.
Therefore, in MDS, it is important to con-
sider the order in which the documents are
concatenated to form the meta-document be-
fore applying the SDS model.

Supervised Reordering

During training, we determine the oracle im-

portance score of each document d; as the
normalized ROUGE-1 F score between d; and
the gold abstractive summary S

ROUGE(d;, S) )
>; ROUGE(d;, S)

Our learning objective is to minimize the

Yi =

Kullback—Leibler divergence divergence be-
tween the predicted distribution and the ora-
cle distribution of importance scores.
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Document Reordering Framework

Unsupervised Reordering

To compute the centrality of a document d;,
we first represent the topic of the input clus-
ter, I;, by concatenating the top-3 sentences
of each document except d;, and then cal-
culate the centrality as ROUGE(d;, T;). We
choose top-3 sentences to represent the topic
as it is a strong unsupervised summarization
baseline.
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Results

Document Reordering (MultiNews)
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Since the base summarization model pays
more attention to the beginning of the in-
put (Fig 2), by moving important content
towards the beginning (Fig 1), the reorder-
ing method helps the summarization model
also focus on information that was scattered
across the original unordered input (Fig 3).
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