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Introduction

• Automatic opinion summaries  enable faster 
comparison, search, and better  consumer feedback 
understanding


• Unsupervised opinion systems are desirable due to 
the scarcity of labeled data


• It is important to understand the underlying 
semantics in an opinion


• The underlying semantics can be captured as a 
distribution over latent semantic units


• Opinions aligning with popular semantic distribution 
are selected to form the summary

Semantic Autoencoder (SemAE)

SemAE performs extractive opinion summarization in 
the following phases:


• Text Representation Learning

• Summarization based on saliency scores


• General Summarization — relevance, 
redundancy and aspect-awareness


• Aspect Summarization — relevance and 
informativeness

Representation Learning

• Encoder takes Input ( ) to generate a multi-head 
sentence representation 


• A latent representation is constructed over the 
learnable dictionary 


• The reconstructed vector  is forwarded to the 
decoder to generate 


• The model is trained to optimize the following loss:
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Sentence Selection

Sentences are selected based on their saliency scores 
.  is computed using:


• Relevance: 


• Redundancy: 


• Aspect-awareness: Iterate over aspects and select 
salient sentences


• Informativeness: 
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Summarization

General Summarization:

[Relevance] - [Redundancy] 


   + [Aspect-awareness]

Aspect Summarization:


[Relevance] + [Informativeness]
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Conclusion

• SemAE learns sentence representations as a 
distribution over latent semantic units


• Sentence selection is performed using information-
theoretic metrics


• SemAE achieves strong performance on SPACE 
and Amazon opinion summarization datasets


• SemAE is able to perform different forms of 
controllable summarization

brcsomnath/SemAE

Analysis

• Dictionary representations 
converges into clusters


• Clusters capture distinct 
semantic meanings


• Further analysis show that it 
captures both coarse/fine-
grained semantics
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