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ABSTRACT 

This demo proposes a remote thin client system for real 

time multimedia streaming over VNC under extremely low 

bandwidth situations. A remote frame can be split into two 

parts, i.e. high motion part and low motion part, and 

transmitted through the Internet from servers to clients 

according to the proposed hybrid RTP protocol. A Dynamic 

Image Detection Scheme (DIDS) is proposed to 

automatically detecting the high motion part of a frame with 

only 1% of extra CPU loading. By using the proposed thin 

client system, we can achieve about 22 fps of real-time SIF 

video streaming with good video quality under 32 KByte/s 

of bandwidth limitation, which speeds up about 172 times in 

remote frame display when compared to pure VNC. 

Keywords— Thin client, VNC, Image detection, Video 

streaming.   

 

1. INTRODUCTION 

In thin client systems, clients are mostly light weight 

portable devices with low computing power. They are 

mainly responsible for displaying graphical output and 

handling user events such as keyboard or mouse events. In 

contrast to clients, servers are powerful to handle more 

complicated operations such as image capturing, image 

encoding, and so on. Remote desktop is a kind of thin client 

systems using Remote Frame Buffer Protocol (RFB) or 

Remote Desktop Protocol (RDP) to remotely control servers 

by clients like personal computers, notebooks, PDAs, and 

even smart phones. This mechanism allows thin clients to 

keep light weight while sharing the computing power from 

servers. But in most applications especially in displaying 

multimedia contents, real time transmission is the main 

design challenge caused by extremely high data bandwidth. 

Thus, the current thin client systems adopting VNC cannot 

achieve a smooth display on multimedia contents remotely 

through thin clients under the limited data bandwidth. In 

order to solve this problem, there have been some solutions 

proposed in the literature [1-3].  

In [1], high/low motion scenarios are tested on remote 

thin client systems. The experimental results show that in 

high motion scenario such as video streaming and 3D 

gaming, extra hardware is a must on both the server and 

client sides to resolve the high bandwidth problem.   

In [2] and [3], similar hybrid remote thin client systems 

with different motion detection algorithms are used to solve 

the real time streaming problem mentioned in [1]. In the thin 

client systems [2, 3], remote frames are classified into high 

and low motion modes. If the remote frame is belonging to 

high motion mode, the H.264 encoder is used to encode the 

frame before sending it to clients. On the contrary, if the 

remote frame is belonging to low motion mode, the 

traditional RFB protocol is used to update frame buffer 



pixels of the client devices. In other words, either high or 

low motion mode will be chosen before a remote frame is 

sent to clients. The hybrid remote thin client structure from 

[2-3] can effectively reduce data transfer bandwidth through 

video compression, but it also leads to some critical 

problems such as degradation of text quality and high 

computational complexity caused by motion detection 

algorithm.  

In order to solve the above mentioned real time streaming 

problems and ensure good video quality in remote thin 

client systems, we propose a real-time, low-complexity 

Dynamic Image Detection Scheme (DIDS) to split each 

remote frame to be parts of low motion (like still image and 

text) and high motion like video. For low motion part, 

traditional RFB protocol is used to transmit data to clients to 

ensure good quality. As for high motion part, we firstly 

encode it using an optimized H.264 encoder, and then send 

it to clients by using UDP or TCP protocol.     

 

Fig. 1. Prototype of the proposed remote thin client system 

2. IMPLEMENTATION RESULTS  

The proposed thin client system has been implemented 

and fully tested under several transmission bandwidth 

situations. As shown in Fig.1, a laptop and a mini computer 

with a PCI card consisting of the H.264 encoder realized in 

a DSP processor, i.e. SPCT6100, are used as the servers for 

the traditional VNC system and the proposed system, 

respectively. Besides, bandwidth limitation program is 

porting on IXP425 development board. As for clients, the 

cell phones with Android operating system are chosen in the 

demonstration systems. If without any bandwidth limitation, 

both pure VNC and the proposed thin client system achieve 

over 30 fps of SIF video in remote frame display. But as 

shown in Table 1, if we limit the bandwidth to be 32 

KByte/s, the remote frame display rate with pure VNC 

system is degraded to be about 0.13 fps of SIF video. It is 

caused by the fact that the video frame is viewed as 

individual image frames and transferred from the server to 

client pixel by pixel without any compression if pure VNC 

system is used.  On the contrary, under the same bandwidth, 

the proposed thin client system performs much better than 

the pure VNC system. It achieves 22.46fps of SIF video in 

remote frame display which is about 172 times faster than 

the result of using pure VNC system. As for the rest of 

bandwidth limitation settings, the proposed system achieves 

about 28 fps of SIF video display. But the pure VNC system 

achieves only 0.25fps, 0.58fps, 1.00fps of SIF video display, 

respectively. The results show that the proposed system 

achieves the real-time transmission under strict bandwidth 

situations. 

Table 1. Remote frame rate comparison of the proposed system with 

pure VNC system under different bandwidth restriction 

Bandwidth 
limitation 

Pure VNC system Proposed system 

32Kbytes/s 0.13 fps 22.46  fps 

64Kbytes/s 0.25 fps 28.61 fps 

128Kbytes/s 0.58 fps 28.31 fps 

256Kbytes/s 1.00 fps 28.43 fps 
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