The Challenge
We are currently working on what we call the Office of the Future. This work is based on a unified application of computer vision and computer graphics in a system that combines and builds upon the notions of panoramic image display, tiled display systems, image-based modeling, and immersive environments. Our goals include a better everyday graphical display environment, and 3D tele-immersion capabilities that allow distant people to feel as though they are together in a shared office space.

Our Tele-Immersion work (a collaboration with the University of Pennsylvania) involves data acquisition of a distant office using a miniature “sea” of seven cameras; modeling of that data; tracking of the local user’s eye positions, using UNC-developed HiBall™ Wide-Area tracking technology; rendering the dynamic model of the remote scene based on the tracked user’s positions; and a stereo presentation to display a remote collaborator, all dynamically in real-time. The approach aims to make distant collaborators feel as if they were in an adjoining room, and could see each other through a large “window” in the connecting wall.

Our PixelFlex team is developing an automatically reconfigurable, wide-area, high-resolution display wall. Eight projectors, each with computer-controlled pan, tilt, and zoom adjustments, seamlessly display one image that is geometrically and photometrically correct. We will eventually incorporate this into the Office of the Future, to vastly increase the amount of the “adjoining room” that can be seen.

The Approach
Our basic idea is to use computer vision techniques, in real time, to dynamically extract per-pixel depth and reflectance information for the visible surfaces in the Office, such as walls, furniture, objects, and people (see image below). Using this depth information one could then display (project) images on the surfaces, render images of captured models of the surfaces, or interpret changes in the surfaces. We are primarily concentrating on the display and capture aspects. Our approach to the former is to designate everyday, irregular surfaces in a person’s office to be part of a spatially immersive display, and then project high-resolution graphics and text onto those surfaces. Our approach to the latter is to capture, reconstruct, and then transmit dynamic image-based models over a network for display at a remote site.

There are several specific sub-projects under the umbrella of the Office of the Future.
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Graduate student Ruigang Yang uses our prototype distributed tele-immersive system in our Graphics and Image Lab to communicate with Amela Sadagic of Advanced Network and Services in New York, and fellow graduate student David Gotz in another UNC-Chapel Hill lab.
Our Being There team is exploring a new projector-based approach to visualizing re-creations of real or imagined places. Rather than using a planar display wall, we use display surfaces that closely approximate the virtual scene geometry in size and shape. The effect is a virtual environment that is both visually and spatially realistic, providing the user with a strong sense of immersion. We envision museum spaces with re-creations of famous places such as Monticello, President Thomas Jefferson’s home.

Finally, our 3D Medical Consultation team is exploring the use of real-time 3D capture and display to help trauma specialists consult with emergency medical technicians (EMTs) during difficult medical procedures. The idea is to create live, life-sized, high-fidelity, three-dimensional, dynamic, graphical reconstructions of the remote patient and EMT. We are developing permanent, portable and handheld technology.

**Henry Fuchs** (Principal Investigator), Federico Gil professor
**Herman Towles**, senior research associate
**Gregory F. Welch**, research associate professor

**Research Staff**
**Kurtis Keller**, research engineer
**Jim Mahaney**, technician
**Andrei State**, senior research associate
**John Thomas**, research associate and manager of the Microelectronic Systems Laboratory

**Graduate Research Assistants**
Adrian Ilie, Chris Ashworth, Danette Allen, Nathan Beddes, Hanna Maurin, Michael Noland, Scott Larsen, Li Guan, Manoj Ampalam, Andrew Nashel, Rahul Prasad, Patrick Quirk, Erica Stanley, Vince Noel, Hua Yang

**Research Sponsors**
National Science Foundation
Defense Advanced Research Projects Agency
U.S. Department of Energy
National Library of Medicine

**Key Words**
Computer graphics; computer vision; panoramic displays; immersive environments; depth acquisition; remote telecollaboration; teleimmersion; spatially-immersive displays; image-based modeling.

**Selected Publications**
Available at: www.cs.unc.edu/Research/ootf/pubs/


**For More Information**
Dr. Gregory F. Welch
Department of Computer Science
University of North Carolina at Chapel Hill
CB#3175, Sitterson Hall
Chapel Hill, NC 27599-3175
Phone: (919) 962-1819 Fax: (919) 962-1799
E-mail: welch@cs.unc.edu

www.cs.unc.edu/Research/ootf